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The most powerful feature of the Monte Carlo method is the possibility of simulating all individual particle interactions in three dimensions and performing numerical experiments with a preset error. These facts were the motivation behind the development of a general-purpose Monte Carlo SRNA program for proton transport simulation in technical systems described by standard geometrical forms (plane, sphere, cone, cylinder, cube). Some of the possible applications of the SRNA program are: (a) a general code for proton transport modeling, (b) design of accelerator-driven systems, (c) simulation of proton scattering and degrading shapes and composition, (d) research on proton detectors; and (e) radiation protection at accelerator installations. This wide range of possible applications of the program demands the development of various versions of SRNA-VOX codes for proton transport modeling in voxelized geometries and has, finally, resulted in the ISTAR package for the calculation of deposited energy distribution in patients on the basis of CT data in radiotherapy. All of the said codes are capable of using 3-D proton sources with an arbitrary energy spectrum in an interval of 100 keV to 250 MeV.
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INTRODUCTION

There is growing evidence that Monte Carlo-based programs are the most powerful tools in nuclear particle transport calculations. A number of medical physicists now believe that, in the near future, routine dose calculations will be performed by Monte Carlo methods [1, 2] and that these methods will serve as dominant vehicles for dose computation in radiotherapy treatment planning [2]. The most powerful feature of the Monte Carlo method is the possibility of simulating each of the individual particle interactions in 3-D and performing numerical experiments with a preset error. These facts were the motivation behind the development of a general-purpose Monte Carlo program, SRNA [3], for proton transport simulation in technical systems described by standard geometrical forms (plane, sphere, cone, cylinder, cube). Some of the possible applications of the SRNA program are: (a) a general code for proton transport modeling, (b) design of accelerator-driven systems, (c) simulation of proton scattering and degrading shapes and compositions, (d) research on proton detectors, and (e) radiation protection of accelerator installations. A wide range of possible applications of the program requires the development of SRNA-VOX [4] codes for proton transport modeling in voxelized geometries and, finally, of the package ISTAR [5], for radiotherapy calculation of the deposited energy distribution in patients on the basis of CT data. All codes are capable of using 3-D proton sources with arbitrary energy spectra in the range of 100 keV to 250 MeV.

In the first part of this paper, a description of a common model of proton transport for both codes is presented. In the remainder of the paper, the results of numerical experiments performed by the SRNA code are compared with results of well-known GEANT [6] and PETRA [7] programs. In all instances, good agreement was demonstrated. The deposited energy distribution for a 65 MeV proton beam irradiating the patient’s eye, calculated by SRNA-VOX, is presented in several CT slices. For the simulation of the therapeutic proton beam characterization by the multi-layer faraday cup (MLFC), at the Indiana University Cyclotron Facility (IUCF), the SRNA program was used [8]. An excellent coincidence between the measured and simulated results demonstrated the advantages of the MLFC as a measuring device. By adding the cross-section of positron emitter creation, the same program enabled the Brookhaven National Laboratory to simulate the spatial distribution of these emitters, which was a step preceding the estimation of proton dose distribution by positron emission tomography [9]. Depth-dose distribution profiles, as
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well as vertical and horizontal dose profiles of the SRNA-VOX code, were obtained at the Proton Therapy Center of the Institute of Nuclear Research of the Russian Academy of Sciences, Troitck [10].

PROTON TRANSPORT MODEL

The simulation of proton transport is based on the multiple scattering theory of charged particles [11-13], energy losses with fluctuation [14, 15] and our model of compound nucleus decay simulation after proton absorption in inelastic nuclear interactions, as well as the Russian MSDM for compound nuclei and decay in SCHIELD-HIT [16].

Energy loss, proton step and energy scale

In order to simulate proton transport, the proton trajectory is divided into small steps whose length, $\Delta s$, is determined by the small energy loss $\Delta E$

$$\Delta s = \frac{E_p}{\int_{E_{s+1}}^{E_p} \frac{dE}{d\varepsilon}}$$

(1)

The energy loss $\Delta E = E_{s} - E_{s+1}$ is chosen so as to equal several percentages of the initial proton energy. The conditions for the implementation of the multiple-scattering theory and calculation of energy loss due to fluctuation, demand that the energy scale be in part linear and, in part, logarithmic.

Energy $E_{\text{pek}}$, which splits the energy scale into linear and logarithmic parts, can be arbitrarily chosen.

From minimal energy $E_{\text{pek}}$ to $E_{\text{pek}}$ energy interval has logarithmic energy scale $E_1 = E_{\text{pek}}(1/2)^n$, and from $E_{\text{pek}}$ to $E_{\text{max}}$ energy interval has linear energy scale with step $\Delta E_n = E_n - E_{n-1}$, where $n$ is the last index in the logarithmic scale.

The model in the PTRAN program [17] shows that the best results are obtained with $E_{\text{pek}}$ amounting to approx. 10 MeV. The volume and quality of energy and angular distributions are determined by the choice of the energy scale. To our experience, the best energy scale is obtained when the $\Delta E_{\text{av}}$ average energy loss is around $0.05 E_{\text{pek}}$.

After the energy scale is prepared, it is necessary to modify it. First, the average number of collisions at step $\Delta s$ must be greater than the minimal value (20 >10), according to the multiple-scattering theory. Secondly, Vavilov’s parameter $\kappa$ must be lesser than the maximal value ($\kappa < 20$). After several iterations, both conditions can be met and the energy scale prepared for the final calculation of proton transition probabilities. The stopping power $(dE/d\varepsilon)$ can be obtained from ICRU49 or calculated according to empirical Ziegler formulae [18].

Energy loss fluctuation

Usually, the probability density distribution and distribution functions are calculated in the following order: first the probability density function, upon which, the distribution function is calculated from the density function. The SRNA code uses another approach [19], namely that of calculating the distribution function directly. The starting point of our calculations is the function given by Vavilov in the following form

$$f(\Delta s, \lambda) = \frac{1}{\pi \kappa} \exp[\kappa(1+\beta^2C)] \int_0^\infty \exp(\kappa f_1) \cos(\gamma \lambda + \kappa f_2) \sqrt{y} dy$$

$$f_1 = \beta^2 [\ln y - C(y)] - \cos y - y \sin y$$

$$f_2 = y [\ln y - C(y)] + \sin y + \beta^2 \sin y$$

$$\kappa f_1 \rightarrow \kappa \left( f_1 - y^2 \frac{D}{\varepsilon_{\text{max}}} \right)$$

Here $\lambda = (\Delta - \lambda_{\text{av}})/\xi + \lambda_{\text{av}}$ denotes the distribution parameter, $\Delta$ – the probable energy loss, and $\lambda_{\text{av}}$ – the average energy loss. The remaining terms in (2) have the following meaning

$$\xi = 2n r_e^2 m_e c^2 \rho N_a \frac{\Delta s}{\beta_j^2} \sum w_j Z_j / A_j$$

$$\lambda_{\text{av}} = -(1 + C - \beta^2 - \ln \kappa)$$

$$\kappa = \frac{\xi}{\varepsilon_{\text{max}}}$$

$$\varepsilon_{\text{max}} = \frac{2m_e c^2 \beta^2}{1 - \beta^2} \left( 1 + 2m_e / [M(1 - \beta^2)] + (m_e / M) \right)$$

where $\rho$ is the density, $N_a$ – the Avogadro’s number, $r_e$ – the classical electron radius, $m_e$ – the electron rest mass, $M$ – the mass of the proton, $Z_p$, $A_j$, and $w_j$ are atomic number, atomic weight, and weight fractions of the $j^{th}$ constituent respectively, $\Delta s$ – the proton step, $C = 0.5772156649…$ – the Euler’s constant, $\varepsilon_{\text{max}}$ – the maximum amount of energy a proton can lose with a free orbital electron, $S(z)$ and $C(z)$ – the integral sine and cosine, and $D$ – the Shulek’s correction [14]

$$D = \frac{4}{3} \sum_n I_n g_n \ln \left( \frac{2 m_e c^2 \beta^2}{t_n} \right)$$

(4)

for the influence of electron orbits on the distribution. In (4), $I_n$ is the excitation potential of the electron orbit and $g_n$ the ratio of the number of orbital electrons to the total number of electrons.

In order to calculate the distribution function, eq. (2), it should be first integrated over $\lambda$. In this manner, the obtained function is transformed into a form suitable for numerical integration by the Gauss-Kronrod algorithm. The choice of integration limits over $y$ and step depends on the characteristics of the function. The quality of integration is estimated by the numerical parameters: absolute error equal to $10^{-7}$,
Figure 1. Vavilov's distribution of average energy loss in water

The angular distribution of multiple scattered protons was obtained by the integration of Molière's density function. This density function is derived in form of order \( [11, 12] \), with parameter \( B = \ln(B) = \ln(\Omega) \), where \( \Omega \) denotes the average number of collisions at step \( \Delta s \)

\[
F(\theta) = \frac{1}{\chi_c \sqrt{B}} \sum_n^q d\varphi \frac{f_n(\varphi)}{B_n} \varphi
\]

(5)

In (5) \( \theta = \theta_c(\chi_c \sqrt{B}) \) denotes the reduced angle and \( f_n(\varphi) \) are Molière's functions given by

\[
f_m(\varphi) = \frac{1}{m^1_0} \int_0^\infty dy \left[ \frac{y^2}{4} \ln \frac{y^2}{4} \right]^m J_0(\varphi y) \exp \left( \frac{y^2}{4} \right)
\]

(6)

where \( J_0(\varphi y) \) is the Bessel function. For compound materials, Molière's screening angle is given by

\[
\chi_c = 4\pi N_a \left[ \frac{m_e}{M} \frac{\tau + 1}{\tau + 2} \right] \sum_j w_j \frac{Z_j^2}{A_j} \Delta s
\]

(7)

In (7), \( N_a \) denotes the Avogadro number, \( m_e \) and \( m_p \) – the classical radius and rest mass of the electron, \( M \) – the mass of the proton, \( \tau = E_p/(Me^2) \) – the reduced kinetic energy of the proton, \( w_j \) – the weight fraction of element \( Z_j \) and atomic weight \( A_j \), and \( \Delta s \) – the proton step. We have calculated functions (6) in the interval \( 0 \leq \varphi \leq 40 \) using the Gauss-Kronrod algorithm, once again. Inverse Molière distributions were calculated similarly to Vavilov’s inverse distribution. Angular proton distributions for values of proton energy \( E \) are shown in fig. 2.

Figure 2. Angular distributions of multiple scattered protons in water

Inelastic nuclear interactions

Inelastic nuclear interactions are rare but, nevertheless, of great importance for the correct modeling of proton transport. In order to simulate inelastic nuclear interactions in materials, the cross-sections for all constitutive elements of these materials must be known. For a limited number of elements, these cross-sections are available in the energy range from the threshold up to 150 MeV [19], in ICRUTAB, up to 250 MeV [20, 21]. The SHIELD-HIT program uses the Russian multi-stage dynamical model (MSDM) generator of inelastic nuclear interactions MSDM. It includes all versions of SRNA. According to current trends in the development of treatment-planning tools based on Monte Carlo techniques, we can expect an expansion of such cross-section data.

With the data available, we have managed to establish a model of inelastic nuclear reaction simulations and secondary particle emissions. The model comprises following steps: (1) determination of the occurrence of the inelastic reaction event, (2) selection of the nucleus that the proton interacts with and the energy transferred to the nucleus, (3) probable number of secondary particles, and (4) energy and angle of the secondary particles emitted. For each of the steps, distributions described are needed.

Average number of inelastic nuclear interactions

The average number of interactions at proton step \( \Delta s \) is calculated according to the following relation

\[
q(E) = \rho \frac{N_a}{A} \int_{E_{x+1}}^{E_x} \sigma(E) \frac{dE}{dE/dx}
\]

(8)

where \( \rho \) is the density, \( \sigma(E) \) – the inelastic nuclear interaction cross-section, and \( dE/dx \) – the total stopping power. Figure 3 shows the average number of inelastic nuclear interactions with the proton in \(^{16}\)O.
Probable nucleus and recoil energy

The probable interaction of nucleus \( j \) with a proton will result in an inelastic nuclear reaction that is determined by the cumulative distribution \( P_i = \sum_{j=1} P_i \), where \( p_i = g_i \sigma_i / \sum_{k=1} \delta_k \sigma_k \) are the probabilities for nucleus \( i \) whose weight contribution equals \( g_i \); \( m \) is the total number of nuclei within the material. ICRUTAB data contains the values of recoil energy \( E_{ric} \) per inelastic nuclear reaction of the proton with the nucleus. If the energy of the proton is \( E_p \) before a reaction, then the created compound nucleus occurs with a energy of \( E_p - E_{ric} \) while the energy \( E_{ric} \) is deposited at the site of the reaction.

Energy and angle of secondary particles

When the compound nucleus is created, according to Chadwick’s model, it will decay by the simultaneous emission of neutrons, protons, deuterons, tritons, alpha-particles, and photons. For each single particle emitted, a mean multiplication factor \( F_m \) exists in the ICRUTAB data. If we accept that in cases as rare as this the Poisson distribution is adequate, we can determine the probable number of particles emitted for each single type of particle. Such a model demands that, for each single type, the probable number of secondary particles must be found even when \( F_m \) is of a very small magnitude. Our model of compound nucleus decay simulation comprises all possible combinations of emission of all six of the secondary particles and proton energies mentioned above. A separate preparation of transition probabilities for the emission of secondary particles, which works in SRNADAT, is not necessary when applying the Russian MSDM generator of inelastic nuclear interactions. SRNA code includes transport as an alternative to the MSDM generator of inelastic nuclear interactions. The MSDM generator describes all stages of the nuclear inelastic nuclear reaction and secondary particles emission: \( n, p, d, t, H^3 \) and alpha particles, including their numbers, energy and emission angle. In the SRNA transport simulation model, only secondary protons are included, while deuterons, tritons and alpha particles are deposited on the spot. Neutrons and photons are not included into this transport model. They are registered in the data file, where each line contains: the index of the particle, energy, \((x, y, z)\)-co-ordinates, sine and cosine of polar and azimuth angles. This data file may be used by the MCNP program [22] in order to simulate neutron and photon transport or by FOTELP programs [23-26] and PENELope [27], for the simulation of photon transport, only.

Change of proton position and direction

At the end of each proton step, the direction of the proton is changed. The change of direction is specified in terms of polar \( \theta \) and azimuth \( \phi \) angles, in a co-ordinate system whose polar axis coincides with the direction of the motion of the proton at the beginning of the step. The polar angle is sampled from Molière’s distribution, the azimuth angle from a uniform distribution in \( 2\pi \). The co-ordinates of a proton from a local to a fixed co-ordinate system are given by the Euler transformation. The coordinates of the proton after passing step \( \Delta s \) in the fixed co-ordinate system are given by

\[
\begin{align*}
\Delta x &= \Delta s \sin(\theta) \cos(\phi) \\
\Delta y &= \Delta s \sin(\theta) \sin(\phi) \\
\Delta z &= \Delta s \cos(\phi)
\end{align*}
\]  

(9)

where \( \theta \) and \( \phi \) are the polar and azimuthal angles.

Place of event over the step

At step \( \Delta s \), the proton can lose energy \( \Delta E \) or be absorbed by inelastic nuclear interactions. The density functions of the position of such events are unknown. We have supposed a uniform distribution of such events. This is more realistic than the usual assumption that they take place at the end of a proton step.

Cross-border between zones

The length of proton step \( \Delta s \) is calculated in advance, according to the material in question. In some cases, the length of the proton step can be larger than distance \( L \) to the zone border, calculated in the direction of proton transport. In the nearest material itself, the proton step and other condensed history proton parameters exhibit different values. Because of this, an attempt focused on solving the problems at the borderline between the two zones in the easiest possible manner, without increasing the simulation time or signifi-
cant perturbations of the physical processes involved, have been made. In SRNA codes, the energy lost, $\Delta E_m$, over step $\Delta x_m$, was multiplied by the factor $L/\Delta x_m$, so as to get the energy deposited in the current zone, if only that of $L < \Delta x_m$. After that, proton starting point has been moving onto zone border. The deflection angle is sampled from the appropriate, previously prepared distribution (5).

Random number generators

From the multitude of available random number generator programs, we have used the DALARAN/ LAPACK routine (version 2.0), developed by the University of Tennessee, University of California, Berkeley, NAG Ltd., Courant Institute, Argonne National Laboratory and Rice University 1992. This program routine provides a random real number from a uniform (0,1) distribution, using the multiplicative congruential method with modulus $2^{1997}$. As an alternative, SRNA can use the Matsumoto and Nishimura generator for generating uniform pseudorandom numbers with the biggest $2^{109017}$ period.

Geometry

Particle transport simulation is limited by the geometrical description of the transport medium. The real geometrical shapes of technical systems can be described by planes and second-order surfaces, as in PENGEOM from PENELLOPE, MCNP, RFG [28] that include programs for 2-D and 3-D visualization. For describing patient geometry, standard shapes are usually applied. This is only a crude approximation, because it is a version of the technical description of patient geometry. The most accurate way of describing patient geometry is by means of CT data [29]. CT data permit 3-D transport simulation, including the variation of tissue densities and compositions. Using the same proton transport model, we have developed two versions of the SRNA program. The first version of our code uses RFG or PENEGEO (from PENELLOPE) programs as geometrical modules. The second, voxelized version, is adjusted to the use of CT data and GEMVOX, with our routine heightened speed calculation to estimate the distance from the position of the proton inside the voxel to its nearest plane.

Conversion of Hounsfield's number to density

The dimensions and number of voxels, along with the Hounsfield number, are the basis for the preparation of simulation data. The main problems of determining the density and elemental composition of patient tissue on the basis of CT data are described here. In our model, in order to spare computer memory, the intervals of the Hounsfield number are associated with elemental tissue composition and its density.

With the help of the DICOM standard, we were able to distinguish Hounsfield's numbers and to convert them into an integer matrix $M_H(i,j,k)$, where $(i,j,k)$ are the indices of the voxel. Their contents, presented on the screen, enable us to select, in as-possible-as natural way, the types of tissue that surround a tumor, as well as the Hounsfield numbers that correspond to them. In tissues selected in such a manner, we join the density and limits around the mean values of the Hounsfield number from the $(H_{L}, H_{L+1})$ interval. Using this approach, the data in tab. 1 were created. For better simulation, the preparation of CT parameters is reduced to the conversion of the density of each voxel to the matrix $M_D(i,j,k) = 10000 \rho_{\text{org}}[M_H(i,j,k)]$ for each single tissue (material) from $L$ to $N$. Without repetition, we have managed to enable transition probabilities and other constants necessary for the simulation of all materials of interest. Each of the materials gets its identification, 10000 $\rho_{\text{org}}$, by which we recognize the type of material constituting the voxel. Then, with the help of anatomical pictures, we have found that for the same tissue material, we have come up with different Hounsfield numbers and that these tissues have retained their natural elementary structure and density. In cases such as these, our program treats the same materials of different densities as different materials.

Proton sources

In SRNA codes, proton sources are in the form of beams of circular and rectangular cross sections. The beams can be rotated in $4\pi$ around the irradiated object. For the purpose of accelerator simulations, it is possible to obtain phase-space files of particles on the reference surface. These files, produced by the SRNA code, contain proton energy, position and direction data in each of the lines and can be used as proton sources.

Installations for the production of proton beams are spatially and geometrically complex. The part of the installation which is used to adjust the beam to the tumor has a number of elements through which the protons that enter the tumor receive the desired spectrum. To meet these requirements SRNA-VOX has routines that prepare the output file with the states of protons that reach the selected surface of the irradiated tissue. For all 3-D simulations of the dose delivered to the tumor ISTAR proton source includes the possibility of modulating the beam energy by passing through an appropriate degrade energy as well as to modulate the intensity and the direction of the beam.
Table 1. Intervals of the Hounsfield number with average densities and tissue composition, according to available data given by Schneider et al.: Mat – tissue; $H_{\text{rd}}$ – Hounsfield number, $r$ – density [g cm$^{-3}$]

<table>
<thead>
<tr>
<th>Mat</th>
<th>$H_{\text{rd}}$</th>
<th>$r$</th>
<th>$H$</th>
<th>$C$</th>
<th>$N$</th>
<th>$O$</th>
<th>$P$</th>
<th>$C_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–950</td>
<td>Air</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>–741</td>
<td>0.26</td>
<td>10.3</td>
<td>10.5</td>
<td>3.1</td>
<td>74.3</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>–98</td>
<td>0.93</td>
<td>11.6</td>
<td>68.1</td>
<td>0.2</td>
<td>19.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>–77</td>
<td>0.95</td>
<td>11.4</td>
<td>59.8</td>
<td>0.7</td>
<td>27.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>–55</td>
<td>0.97</td>
<td>11.2</td>
<td>51.7</td>
<td>1.3</td>
<td>35.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>–49</td>
<td>0.98</td>
<td>11.5</td>
<td>64.4</td>
<td>0.7</td>
<td>23.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>–22</td>
<td>1.00</td>
<td>11.0</td>
<td>52.9</td>
<td>2.1</td>
<td>33.5</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>–1</td>
<td>1.02</td>
<td>10.6</td>
<td>33.2</td>
<td>3.0</td>
<td>52.8</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>1.03</td>
<td>10.5</td>
<td>41.4</td>
<td>3.4</td>
<td>43.9</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>23</td>
<td>1.03</td>
<td>10.6</td>
<td>11.5</td>
<td>2.2</td>
<td>75.1</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>11</td>
<td>42</td>
<td>1.05</td>
<td>10.4</td>
<td>11.9</td>
<td>2.4</td>
<td>74.5</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>12</td>
<td>102</td>
<td>1.10</td>
<td>9.6</td>
<td>9.9</td>
<td>2.2</td>
<td>74.4</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>385</td>
<td>1.25</td>
<td>7.8</td>
<td>31.6</td>
<td>3.7</td>
<td>43.8</td>
<td>4.0</td>
<td>8.5</td>
</tr>
<tr>
<td>14</td>
<td>466</td>
<td>1.30</td>
<td>7.3</td>
<td>26.5</td>
<td>3.6</td>
<td>47.3</td>
<td>4.8</td>
<td>9.8</td>
</tr>
<tr>
<td>15</td>
<td>586</td>
<td>1.36</td>
<td>6.9</td>
<td>36.6</td>
<td>2.7</td>
<td>34.7</td>
<td>5.9</td>
<td>12.8</td>
</tr>
<tr>
<td>16</td>
<td>657</td>
<td>1.41</td>
<td>6.4</td>
<td>26.3</td>
<td>3.9</td>
<td>43.6</td>
<td>6.0</td>
<td>13.1</td>
</tr>
<tr>
<td>17</td>
<td>742</td>
<td>1.46</td>
<td>6.0</td>
<td>25.0</td>
<td>3.9</td>
<td>43.5</td>
<td>6.6</td>
<td>14.3</td>
</tr>
<tr>
<td>18</td>
<td>843</td>
<td>1.52</td>
<td>5.6</td>
<td>23.5</td>
<td>4.0</td>
<td>43.4</td>
<td>7.2</td>
<td>15.6</td>
</tr>
<tr>
<td>19</td>
<td>999</td>
<td>1.61</td>
<td>5.0</td>
<td>21.2</td>
<td>4.0</td>
<td>43.5</td>
<td>8.1</td>
<td>17.6</td>
</tr>
<tr>
<td>20</td>
<td>1113</td>
<td>1.68</td>
<td>4.6</td>
<td>19.9</td>
<td>4.1</td>
<td>43.5</td>
<td>8.6</td>
<td>18.7</td>
</tr>
<tr>
<td>21</td>
<td>1500</td>
<td>1.75</td>
<td>4.2</td>
<td>20.4</td>
<td>3.8</td>
<td>41.5</td>
<td>9.3</td>
<td>20.2</td>
</tr>
</tbody>
</table>

The number of protons from the source determines the final accuracy of simulation results. In cases of middle and low density tissue irradiation, more than $10^6$ proton histories are needed. For the random number generators implemented on 32-bit computers, $10^9$ is approximately the maximal amount of the uncorrelated numbers that can be provided. The SRNA program can simulate a source with a higher numbers of protons than the restrictions prescribe. These sequences of simulation conditions correspond to the central limit theorem on the basis that it determines accuracy. When the requested accuracy is achieved in a part of the tumor, all relevant data and the required number of protons from previous simulations are applied to the next simulation. Rather than being a source of the integer, the actual number of protons is divided into a large number of sequences so that, after the conversion to a whole number of protons, SRNA can perform the requested simulation. This problem is not present when using 64 bit computers.

Scoring grid and precision of simulation

In both versions of the SRNA code, a grid of rectangular elemental volumes for energy deposition scoring [MeVkg$^{-1}$] is used. If CT data are applied to the simulation, the grid is coincident with that of CT voxels. On the other hand, the same grid is also used for the precise determination of energy deposition. Our SRNA code calculates the precision of simulations for each material zone or appropriate separate parts of these zones. It permits us to carry out a precise estimation of the deposited energy $E$, with regards to each elemental volume or groups of volumes. During the simulation, the values of $\Sigma s$ and $\Sigma s^2$ are scored for each voxel or groups of elemental volumes. At the end of the simulation, precision is calculated using the said two obtained values. The variance of the population of $x$ values is a measure of the spread within these values and the i is given in formulae $\sigma^2 = \frac{1}{N-1} \sum (x_i - \bar{x})^2$. The square root of variance $\sigma$ is the so-called standard deviation of population scores. As with $E(x)$, $\sigma$ is seldom known, but can be estimated by Monte Carlo as $S$, given by

$$S^2 = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})^2$$

The details of the application of the cited formula are omitted in literature, while label $N$ is used to treat a full range of summations of the random size. A specific feature of the SRNA as well as the PENELOPE code is the usage of series of proton batches that allows correct application of the Central Limit Theorem for assessing accuracy.

NUMERICAL EXPERIMENTS AND MEASUREMENTS

Due to the limitations of cross section data for inelastic nuclear interactions and available simulation data obtained by other codes, our numerical experiments pertain to water and tissue. The results of these numerical experiments for initial proton energies, in the energy interval from 25 to 250 MeV, are presented here.
Interesting numerical experiments have been carried out utilizing the SRNA code in connection to the use of the Multi-Layer Faraday Cup for the measurement of proton beam energy spectra. The results of the distribution of the proton absorbed dose in the human eye simulated by the SRNA code were published at the Bologna QUADOS 2003 Intercomparison [30]. The feasibility of positron emission tomography of dose distribution in proton beam cancer therapy was investigated at the Brookhaven National Laboratory, using a modified SRNA-2KG code. Proton depth-dose distribution, vertical and horizontal dose profiles in water measurement and simulation by the SRNA code performed at the Institute for Nuclear Research, Russian Academy of Sciences, are in good agreement. These results are subsequently described in detail. The most interesting numerical experiments with protons were performed in voxelized geometry using patient CT data.

Homogeneous phantom

The homogeneous phantom, usually water or tissue equivalent, is dominated by the measurements of the spatial dose distribution of protons and unduly modest in simulations of other materials. For the verification of this model of proton transport, it was necessary to compare the results of simulations and measurements. The results of the SRNA-2KG code for the homogeneous water phantom are compared with the results of PETRA and GEANT codes from our model and PETRA models in treating inelastic nuclear interactions. When, in the SRNA code, the transport of secondary protons is excluded, the results of PETRA and PTRAN are coincident with our results. The results of the full model are shown in fig. 4 for 26.4 MeV proton energy in a homogeneous water phantom.

The real picture of deposited energy changes along the depth and arrow of the Bragg peak requires a low-energy cutoff. For this reason, the cutoff energy in SRNA codes is nominally set to less than 1 MeV, depending on the proton energy input. This result is shown in fig. 5. The maximum of the Bragg peak appears at a depth that agrees with the theoretical proton range. It shows that the model of proton passage is correct. At energies less than 100 MeV, the influence of inelastic nuclear interactions is small, hence their effect is not visible. As pointed out previously, these reactions, although rare, have a significant influence on the deposited energy distribution. Their increasing influence can be seen in fig. 5, where the results for proton beam energy of 250 MeV in a water phantom, obtained by SRNA-2KG, SRNA-2K4, GEANT, and PETRA codes, are presented. These results illustrate the applicability of our code for higher proton energies. It should be mentioned that the variations of curves for shallower depths in fig. 5 are a result of compound nucleus decay. With the increase in depth, this effect decreases, due to an increase in ionization losses.

Multi-layer Faraday cup experiments

The quality and reproducibility of the proton beam is of great importance in proton therapy. In order to achieve the desired dosimetric precision, the beam must be calibrated with respect to the predetermined initial energy and acceptable energy spread. At the Indiana University Cyclotron Facility, a multi-layered Faraday cup (MLFC) was used to characterize the proton beam of the accelerator. In this project, the Monte Carlo simulation, using SRIM, SRNA-2KG and
GEANT3 codes, provided data which were then compared with the actual measurement data. MFLC counts the number of protons stopping in each of its many conducting layers by measuring the proton current of each layer. Figure 6 shows the simulated and measured data for 205 MeV proton energy with different spreads. The MLFC will resolve energy spreads in order of 900 keV, proving useful in determining the initial beam energy to within ±100 keV.

**Absorbed dose in human eye proton therapy**

The European Commission and Italian ENEA have, with the support of OECD, organized an intercomparison workshop of computational tools used in radiation dosimetry (QUADOS), because of the importance of quality control of computational tools used in radiation dosimetry. The expertise of numerical dosimetry is applied to health physics and clinical dosimetry studies, defined by special agreements with other institutions and hospitals included in the project. ENEA has always upheld the opinion that numerical dosimetry and Monte Carlo techniques should play a key role in dosimetry and radiation protection. The programs included in the said intercomparison project were: MCNP 2.4 (Los Alamos National Laboratory), MARS 14 (FermiLab), SRNA (Vincà Institute of Nuclear Sciences), and FLUKA 2002 (Politecnico di Milano). Within the project, the benchmark case -problem No P3 has set up the calculation of the deposited dose from two proton beams: the first one being 50 MeV monoenergetic, while the second one with specific energy spectrum of a spread-out bragg peak within the range from 40 MeV to 50 MeV [30]. The proton beam is easily obtained with a small accelerator. In these conditions, using the SRNA-VOX with voxel dimensions 0.5 cm × 0.5 cm × 0.5 cm, we get a result with a statistical error better than 1.5% for the model of the human eye, as shown in fig. 7 and for the spectrum of protons in fig. 8.

**Inhomogeneous and voxelized geometries**

Preliminary results obtained by the SRNA code are the basis of our attempt to simulate proton dose distribution in real patient geometry by using CT data with pixel dimensions equaling 0.81 cm × 0.81 cm and slice thickness of 0.5 cm. We have supposed that some tumors lie in the eye base. In simulation, this kind of eye tumor was irradiated with a 65 MeV proton beam with a circular cross-section with a radius of 1.2 cm. This simulation is performed with 100000 incident protons and tissue data pertaining to the 21 “materials” from tab. 1. Deposited energy distributions in patient slices, obtained by the SRNA code, are presented in fig. 9.
Positron emitter distribution simulation

During proton therapy, positron emitters are created in the tissue (for instance, $^11$C, $^{13}$N, $^{15}$O) in inelastic nuclear interactions. The verification of the therapy can be achieved by comparing the PET image descending the positron activity distribution with the predicted target dose distribution used to plan the treatment? For feasibility estimation purposes, at the Brookhaven National Laboratory, the SRNA-2KG program was modified by the inclusion of positron emitter cross-sections, and then, their spatial distribution within the tissue was simulated at a 250 MeV proton beam with a 2 mm diameter as illustrated in fig. 10.

Absorbed dose distribution of the INR proton beam

The vertical and horizontal depth-dose distribution in water was measured on proton beams at the Institute of Nuclear Research of the Russian Academy of Sciences (fig. 11) and simulated by the Monte Carlo technique using SRNA and TRIM codes with voxels sized 5 mm × 5 mm × 5 mm [27]. The initial proton energy equaled 158.6 MeV. Depth-dose distribution was measured by an IC-10 chamber and diamond detector.

Figure 8. Proton depth-dose distribution in human eye model; 50 MeV proton beam energy (left); from 40 MeV to 50 MeV proton spectrum (right)

Figure 9. Deposited energy in eye slices normalized at maximum values of each slice obtained by the SRNA code by voxelized geometry on the basis of CT data and tissue data from tab. 1

Figure 10. Positron emitter production per mm and depth-absorbed energy in MeV/cm

The Bragg peak coincided within a margin of ±0.5 mm, the measured proton range was 163 ± 0.5 mm and mean proton energy equaled 153.0 ± 0.3 MeV. This is very close to the SRNA-simulated value of 153.3 MeV. The measured horizontal and vertical dose profiles were in reasonable or good agreement with the simulated data.
ISTAR – proton dose planning software

For the past few years, the attention of medical physicists has focused on possible applications of Monte Carlo techniques in radiotherapy planning in general and, more specifically, proton therapy. In clinical practice, available anatomy imaging techniques are nearing the desirable geometric resolution for the definition of tumor shapes and dimensions, necessary for therapy planning. Such trends lead to the solution of two important problems of proton therapy planning: (1) the development of a Monte Carlo proton transport numerical engine capable of producing a therapy plan in acceptable time and, (2) development of on-line clinical procedures comprising all steps necessary for proper patient treatment. The capabilities of ISTAR software in solving the first of the two problems are presented next.

It is assumed that the location of the tumor is defined with sufficient precision by the CT image. Irradiation planning begins with the selection of the tumor region within a rectangular box. The selected region is defined by the indices of the first and last CT slice in the longitudinal (Z) direction and by marking the area in the transversal (X-Y) plane. The position of the beam center, defining the position of the proton beam axis, should be selected at this step.

Following this, a database User Set for proton beams (mean energy and type of distribution, direction of emission, circular or square cross-sections of the beam, number of protons needed for the database, etc.) are devised, as shown in fig. 12.

Using transition probabilities for all tissue types presented in tab. 1, prepared in advance with the SRNADAT code and the files created by ISTAR, the Monte Carlo simulation starts the execution of the SRNA-VOX code. Using the said data, as well as the Srna.inp file and the Hound.dat file, (converted from the Hound.txt for the actual tissue material), the simulation of the proton transport begins. After the simulation is completed, several useful output files are avail-
able. Redose.txt contains the number of slices and X/Y axis pixels, followed by the values of the absorbed dose in each voxel. After returning to ISTAR, the values of the absorbed proton dose are displayed over the CT slice image. These values can be normalized, either to the maximum value in a single slice or to the maximal value over the entire irradiated region. Image-viewing commands include transparency (blending) intensity control. The code also allows the selection of different palettes for the display of various isodose levels. The capabilities of the ISTAR proton dose planning software cover the following two examples: the eye uveal melanoma and that of breast tumor.

Eye dose distribution

The CT of the patient’s head with voxel dimensions of 0.5 cm × 0.045 cm × 0.045 cm was used. The melanoma was assumed to be at the bottom of the eye, spherically shaped, with a radius of 0.8 cm. Using ISTAR software, a therapy plan was made using a 1 cm radius of a cylindrical proton beam with a mean energy of 50 MeV and a Gaussian energy spectrum with a spread of 1.2 MeV. The simulation was performed with $10^6$ proton histories. Figure 13 shows the proton dose distribution on a slice in the equatorial plane of the eye.

Breast dose distribution

As a second example, a CT image of a breast with voxel dimensions of 0.5 cm × 0.0732 cm × 0.0732 cm was chosen. A therapy plan with a cylindrical proton beam of a 1.2 cm radius and Gaussian energy spectrum ($E = 65$ MeV, energy spread 1.2 MeV), and $10^6$ protons in the beam is presented. The resulting proton dose distribution is displayed in fig. 13.

CONCLUSIONS

A model of the Monte Carlo SRNA code is described here, alongside representative numerical experiments. The results of these experiments, in good agreement with the results of several well-known codes, show the validity of the SRNA model of proton transport simulation. In the energy range of up to 26.4 MeV, inelastic nuclear interactions may be neglected; in the range of up to 66 MeV, the mentioned reactions should be considered for further rigorous simulation, while above 66 MeV, inelastic nuclear interactions must be included into the simulation. Numerical experiments by the SRNA, GEANT, SHIELD-HIT, and PETRA codes and measurements with the MLFC at IUCF, Indiana, USA, and INR, RAN, Troitck, Russia, show that our code is a very good and simple tool for testing the nuclear interaction model and that each Monte Carlo code to be used in charged particle therapy should pass these tests. These experiments prove the correctness of programs used in the SRNA Monte Carlo model for proton transport simulations with energies from 0.1 MeV to 250 MeV. According to existing trends in the development of therapy planning tools based on the Monte Carlo technique, we can expect the expansion of cross section data. The developed ISTAR software engine and included numerical illustrations show the feasibility of the use of our software in clinical practice.
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MONTE KARLO PROGRAM SRNA-VOX ZA PROTONSKU TERAPIJU

Najmoćnija karakteristika Monte Karlo metode je mogućnost simulacije svake pojedinačne interakcije čestića u tri dimenzije i mogućnost da se numerički eksperiment obavi sa unapred zadatim greškom. Ove činjenice su bile motivacija za razvoj Monte Karlo programa opštete namene SRNA za simulaciju transporta protona u tehničkim sistemima opisanim standardnim geometrijskim oblicima (ravni, sfera, kupa, vašak, koća). Nekе od области примене programa SRNA su: (a) општи програм за моделирање протонског транспорта, (b) развој система вођених акцелераторима, (v) симулација протонског расејања и деградација облика и композиција, (g) истраживање детектора протона и (d) заштита од зрачења акцелераторске инсталације. Широко поље примене овог програма захтевало је развој верзије programa SRNA-VOX за моделирање транспортпротона у вокселизованој геометрији, и на крају развој пакета ISTAR за планирање протонске терапије и прорачун простране расподеле депоноване енергије у пацијенту на основу CT података. Сви програми су способни да користе тродимензионалне изворе протона са производним енергетским спектром у опсегу од 100 keV до 250 MeV. Показани су резултати компаративе нумеричких експеримената ових програма са познатим програмима: GEANT, MCNP, PETRA и резултати изведених експеримената у водањим лабораторијама у свету: Брукхевен националној лабораторији (BNL), Циклотронској инсталацији Индијанског надворишта (IUCF) и Институту за нуклеарну истраживања Руске академије наука (INR RAS). Овим је показано да верзије програма SRNA омогућавају развој пакета за примену протонске терапије у клиничкој пракси.

Кључне речи: Monte Carlo програм, 3-D геометрија, CT анатомија пацијента, протонска доза, планирање терапије